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Abstract—We consider the problem of fast computation of the Fourier transform over a finite field by decomposing an arbitrary polynomial into a sum of linearized polynomials. Examples of algorithms for the Fourier transform with complexity less than that of the best known analogs are given.

1. INTRODUCTION

Presently, a number of fast Fourier transform (FFT) algorithms over the real or complex field is known, but translation of these algorithms to finite fields is not always possible. Furthermore, an FFT algorithm specially constructed for a particular finite field may be better than an algorithm translated from another field [1].

The suggested method consists in decomposing an original polynomial into a sum of linearized polynomials (1) and evaluating them at a set of basis points (2). Components of the Fourier transform are computed as linear combinations of these values with coefficients from a prime field (3).

An approach based on representing a polynomial as a sum of linearized ones was first suggested in [2] and then generalized in [3]. In what follows, we consider basic notions and definitions, introduce the cyclotomic decomposition of polynomials, and present an FFT algorithm based on this decomposition. The algorithm is described for fields of characteristic 2 but can be generalized for the case of an arbitrary finite field.

2. BASIC NOTIONS AND DEFINITIONS

Definition 1. The Fourier transform of a polynomial \( f(x) = \sum_{i=0}^{n-1} f_i x^i \) of degree \( \deg f(x) = n - 1 \), \( n \mid (2^m - 1) \), in the field \( GF(2^m) \) is the collection of elements

\[
F_j = f(\alpha^j) = \sum_{i=0}^{n-1} f_i \alpha^{ij}, \quad j \in [0, n - 1],
\]

where \( \alpha \) is an element of order \( n \) in the field \( GF(2^m) \).

Definition 2. A linearized polynomial over \( GF(2^m) \) is a polynomial of the form

\[
L(x) = \sum_i \ell_i x^{2^i}, \quad \ell_i \in GF(2^m).
\]

One can easily show that a linearized polynomial satisfies the equality \( L(a + b) = L(a) + L(b) \). A consequence of this property is Theorem 1, which is presented here in a modified form.
Theorem [4, 7]. Let \( x \in GF(2^m) \) and let elements \( \beta_0, \beta_1, \ldots, \beta_{m-1} \) form a basis of the field.

If \( x = \sum_{i=0}^{m-1} x_i \beta_i, \ x_i \in GF(2), \) then \( L(x) = \sum_{i=0}^{m-1} x_i L(\beta_i). \)

Consider the set of cyclotomic cosets modulo \( n \) over \( GF(2): \)

\[ \{ 0 \}, \ \{ k_1, k_12, k_12^2, \ldots, k_1 2^{m_1 - 1} \}, \ ... \ \{ k_\ell, k_\ell 2, k_\ell 2^2, \ldots, k_\ell 2^{m_\ell - 1} \}, \]

where \( k_i \equiv k_i2^m \text{ mod } n. \)

The polynomial \( f(x) = \sum_{i=0}^{n-1} f_i x^i, \ f_i \in GF(2^m), \) can be decomposed as

\[
f(x) = \sum_{i=0}^{l} L_i(x^{k_i}), \quad L_i(y) = \sum_{j=0}^{m_i-1} f_{k_i2^j \text{ mod } n} y^{2^j}.
\] (1)

Indeed, expression (1) is a way of grouping the numbers \( s \in [0, n - 1] \) with respect to cyclotomic cosets: \( s \equiv k_i2^j \text{ mod } n. \) Obviously, such a decomposition always exists. Note that, for \( k_i = 0, \) the free term \( f_0 \) can be written as the value of the polynomial \( L_0(y) = f_0 y \) at \( y = x^0. \)

We will call (1) the cyclotomic decomposition of \( f(x). \)

Example 1. The polynomial \( f(x) = \sum_{i=0}^{6} f_i x^i, \ f_i \in GF(2^3), \) can be represented as

\[
f(x) = L_0(x^0) + L_1(x) + L_2(x^3);
L_0(y) = f_0 y,
L_1(y) = f_1 y + f_2 y^2 + f_4 y^4,
L_2(y) = f_3 y + f_5 y^2 + f_5 y^4.
\]

3. FAST COMPUTATION OF THE FOURIER TRANSFORM

According to decomposition (1), let us write \( f(\alpha^i) = \sum_{i=0}^{L} L_i(\alpha^{k_i}). \) As is well known [5], the element \( \alpha^{k_i} \) is a root of the corresponding minimal polynomial of degree \( m_i, \) and hence lies in the subfield \( GF(2^{m_i}), \ m_i | m. \) Thus, all elements \( (\alpha^{k_i}) \) lie in the field \( GF(2^{m_i}) \) and can be decomposed with respect to some basis \( (\beta_0, \ldots, \beta_{m_i - 1}) \) of this field: \( \alpha^{k_i} = \sum_{s=0}^{m_i - 1} a_{ijs} \beta_{i,s}, \ a_{ijs} \in GF(2). \) Then each of the linearized polynomials can be evaluated at the basis points of the corresponding subfield by the formula

\[
L_i(\beta_{i,s}) = \sum_{p=0}^{m_i - 1} \beta^{2p}_{i,s} f_{k_i2^p}, \quad i \in [0, \ell], \quad s \in [0, m_i - 1].
\] (2)

Bases \((\beta_0, \ldots, \beta_{m_i - 1})\) for each of the linearized polynomials \( L_i(y) \) can be chosen independently.

According to the theorem, components of the Fourier transform of a polynomial \( f(x) \) are linear combinations of these values:

\[
F_j = f(\alpha^j) = \sum_{i=0}^{\ell} \sum_{s=0}^{m_i - 1} a_{ijs} L_i(\beta_{i,s}) = \sum_{i=0}^{\ell} \sum_{s=0}^{m_i - 1} a_{ijs} \left( \sum_{p=0}^{m_i - 1} \beta^{2p}_{i,s} f_{k_i2^p} \right), \quad j \in [0, n - 1].
\] (3)

The last expression can be written in the matrix form as \( F = ALf, \) where \( F = (F_0, F_1, \ldots, F_{n-1})^T, \)

\( f = (f_0, f_k, f_{k2}, f_{k2^2}, \ldots, f_{k1,2^{m_1-1}}, \ldots, f_{k\ell, f_{k2}, f_{k2^2}, f_{k2^2}}, \ldots, f_{k \ell 2^{m_\ell - 1}})^T \)

is a permutation of the coefficient vector of the original polynomial \( f(x) \) corresponding to decomposition (1), \( A \) is the matrix
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composed of the elements $a_{ij} \in GF(2)$, and $L$ is the block diagonal matrix composed of the elements $\beta_{i,j}^{2^m}$. It is clear that, for linearized polynomials of the same degree $m_i$ that enter decomposition (1), it is possible to choose the same bases $(\beta_i,x)$ in the subfields $GF(2^{m_i})$, so that the matrix $L$ will contain a large number of equal blocks.

Thus, the FFT problem is divided into two stages: multiplying the block diagonal matrix $L$ by the original vector $f$ and multiplying the binary matrix $A$ by the vector $S = Lf$ obtained:

$$F = ALf.$$  \hspace{1cm} (4)

Let us consider in more detail the first stage of the Fourier transform, the problem of computing $S = Lf$. The block diagonal matrix

$$L = \begin{pmatrix}
L_0 & 0 & \ldots & 0 \\
0 & L_1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & L_\ell
\end{pmatrix}$$

consists of the blocks

$$L_i = \begin{pmatrix}
\beta_{i,0} & \beta_{i,0}^2 & \ldots & \beta_{i,0}^{2^{m_i-1}} \\
\beta_{i,1} & \beta_{i,1}^2 & \ldots & \beta_{i,1}^{2^{m_i-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{i,m_i-1} & \beta_{i,m_i-1}^2 & \ldots & \beta_{i,m_i-1}^{2^{m_i-1}}
\end{pmatrix}.$$

An example of using the normal basis as $(\beta_{i,0}, \ldots, \beta_{i,m_i-1})$ is considered in [6]. In the case of the normal basis $(\gamma_i, \gamma_i^2, \ldots, \gamma_i^{2^{m_i-1}})$, the matrix $L$ consists of blocks of the form

$$L_i = \begin{pmatrix}
\gamma_i^{2^0} & \gamma_i^2 & \ldots & \gamma_i^{2^{m_i-1}} \\
\gamma_i^{2^0} & \gamma_i^2 & \ldots & \gamma_i^{2^0} \\
\gamma_i^{2^{m_i-1}} & \gamma_i^{2^0} & \ldots & \gamma_i^{2^{m_i-2}}
\end{pmatrix}.$$

Due to the block diagonal structure of $L$, evaluation of the product $S = Lf$ can be represented as $S = (b_0, b_1, \ldots, b_\ell)^T = L(a_0, a_1, \ldots, a_\ell)^T$, where $b_i = (b_{i,0}, b_{i,1}, \ldots, b_{i,m_i-1})$ are subvectors of the vector $S$ sought for and $a_i = (a_{i,0}, a_{i,1}, \ldots, a_{i,m_i-1})$ are subvectors of the original vector $f$.

Let us represent the computation of $b_i^T = L_i a_i^T$ as a cyclic convolution

$$b_i(x) = b_{i,0} + b_{i,m_i-1} x + \ldots + b_{i,1} x^{m_i-1} = (\gamma_i + \gamma_i^{2^{m_i-1}} x + \ldots + \gamma_i^{2^{m_i-1}} x^{m_i-1}) (a_{i,0} + a_{i,1} x + \ldots + a_{i,m_i-1} x^{m_i-1}) \mod (x^{m_i} - 1).$$

For its evaluation, known algorithms can be applied [1, 7, 8]. Here, using the normal basis property $\gamma_i + \gamma_i^2 + \ldots + \gamma_i^{2^{m_i-1}} = 1$ considerably reduces the number of operations in the computation of the cyclic convolution. Note that evaluation of linearized polynomials with the use of cyclic convolution was described in the monograph [7].

The approach described reduces the problem of multiplying the block diagonal matrix $L$ by the original vector $f$ over $GF(2^m)$ to that of computing $\ell + 1$ cyclic convolutions of a small length $m_i$. Known algorithms for computation of cyclic convolutions $b_i(x) = \gamma_i(x) a_i(x) \mod (x^{m_i} - 1)$ can be written in the matrix form as

$$b_i = \begin{pmatrix}
b_{i,0} \\
b_{i,1} \\
\vdots \\
b_{i,m_i-1}
\end{pmatrix} = Q_i \begin{pmatrix}
\gamma_i \\
\gamma_i^2 \\
\gamma_i^{2^{m_i-1}} \\
\gamma_i^2
\end{pmatrix} \cdot (P_i a_i),$$
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where \( Q_i, D_i, \) and \( P_i \) are binary matrices and the symbol \( \cdot \) denotes componentwise multiplication of vectors. It is clear that the vector \( C_i = D_i \left( \gamma_i, \gamma_i^{2^{m_i-1}}, \ldots, \gamma_i^2 \right)^T \) can be precomputed beforehand. Thus, (4) can be rewritten as
\[
F = AQ \left( C \cdot (Pf) \right),
\] (5)
where \( Q \) is the binary block diagonal matrix of combined post-additions for \( \ell+1 \) cyclic convolutions, \( C \) is the combined vector of constants, and \( P \) is the binary block diagonal matrix of combined pre-additions.

On account of (4) and (5), the second stage of the FFT can be considered as multiplying the binary matrix \( AQ \) by the vector \( C \cdot (Pf) \). To compute the product \( (AQ) (C \cdot (Pf)) \), one can use either the modified "four Russians" algorithm (V.L. Arlazarov, E.A. Dinits, M.A. Kronrod, and I.A. Faradzev) for multiplication of Boolean matrices, with complexity of \( O(n^2 / \log n) \) additions over elements of \( GF(2^m) \) [9], or a heuristic algorithm, whose complexity we could not estimate. However, for all examples considered, the complexity of the heuristic algorithm was found to be less than that of the modified four Russians algorithm.

The transforms presented have much common with [10]. The main distinctions are the following:

1. The matrix \( L \) has a regular structure. This makes it possible to reduce the problem of minimizing the number of multiplications to the classical problem of computing the cyclic convolution.
2. The algorithm involves only two multiplications of binary matrices by vectors, which can be used for a more profound optimization.
3. More efficient optimization algorithm for the sequence of additions is used.

The suggested FFT algorithm is efficient for small values of the transform length (see the table below), while, asymptotically, more efficient FFT algorithms for finite fields are known, with complexity of \( O(n \log^2 n) \) operations in the original field [11, 12].

4. EXAMPLE

Example 2. Let us continue examining the FFT of length 7 over \( GF(2^3) \). Let \( \alpha \) be a root of the primitive polynomial \( x^3 + x + 1 \). As a basis of \( GF(2^3) \), choose the normal basis \( (\gamma, \gamma^2, \gamma^4) \), where \( \gamma = \alpha^3 \). Decompose the polynomial \( f(x) \) as in Example 1 and represent the components of the Fourier transform as the sums
\[
f(\alpha^0) = L_0(\alpha^0) + L_1(\alpha^0) + L_2(\alpha^0) = L_0(1) + L_1(\gamma) + L_1(\gamma^2) + L_1(\gamma^4) + L_2(\gamma) + L_2(\gamma^2) + L_2(\gamma^4),
\]
\[
f(\alpha^1) = L_0(\alpha^0) + L_1(\alpha) + L_2(\alpha^3) = L_0(1) + L_1(\gamma^2) + L_1(\gamma) + L_2(\gamma),
\]
\[
f(\alpha^2) = L_0(\alpha^0) + L_1(\alpha^2) + L_2(\alpha^6) = L_0(1) + L_1(\gamma) + L_1(\gamma^4) + L_2(\gamma^2),
\]
\[
f(\alpha^3) = L_0(\alpha^0) + L_1(\alpha^3) + L_2(\alpha^2) = L_0(1) + L_1(\gamma) + L_2(\gamma) + L_2(\gamma^2),
\]
\[
f(\alpha^4) = L_0(\alpha^0) + L_1(\alpha^4) + L_2(\alpha^5) = L_0(1) + L_1(\gamma) + L_1(\gamma^2) + L_2(\gamma^4),
\]
\[
f(\alpha^5) = L_0(\alpha^0) + L_1(\alpha^5) + L_2(\alpha) = L_0(1) + L_1(\gamma^4) + L_2(\gamma^2) + L_2(\gamma^4),
\]
\[
f(\alpha^6) = L_0(\alpha^0) + L_1(\alpha^6) + L_2(\alpha^4) = L_0(1) + L_1(\gamma^2) + L_2(\gamma) + L_2(\gamma^2).
\]
This system can be written in the matrix form as

\[ F = \begin{pmatrix}
F_0 \\
F_1 \\
F_2 \\
F_3 \\
F_4 \\
F_5 \\
F_6
\end{pmatrix} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 0
\end{pmatrix} \begin{pmatrix}
L_0(1) \\
L_1(\gamma) \\
L_1(\gamma^2) \\
L_1(\gamma^4) \\
L_2(\gamma) \\
L_2(\gamma^2) \\
L_2(\gamma^4)
\end{pmatrix} = AS. \]

Then the FFT problem is rewritten as

\[ F = A \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma^1 & \gamma^2 & \gamma^4 & 0 & 0 & 0 \\
0 & \gamma^2 & \gamma^4 & \gamma^1 & 0 & 0 & 0 \\
0 & \gamma^4 & \gamma^1 & \gamma^2 & \gamma^4 & 0 & 0 \\
0 & 0 & 0 & 0 & \gamma^1 & \gamma^2 & \gamma^4 \\
0 & 0 & 0 & 0 & \gamma^2 & \gamma^4 & \gamma^1 \\
0 & 0 & 0 & 0 & \gamma^4 & \gamma^1 & \gamma^2
\end{pmatrix} \begin{pmatrix}
f_0 \\
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5 \\
f_6
\end{pmatrix}. \]

The first stage of the FFT algorithm consists in computing two cyclic convolutions

\[ \begin{pmatrix}
b_{i,0} \\
b_{i,1} \\
b_{i,2}
\end{pmatrix} = \begin{pmatrix}
\gamma^1 & \gamma^2 & \gamma^4 \\
\gamma^2 & \gamma^4 & \gamma^1 \\
\gamma^4 & \gamma^1 & \gamma^2
\end{pmatrix} \begin{pmatrix}
a_{i,0} \\
a_{i,1} \\
a_{i,2}
\end{pmatrix}, \quad i = 1, 2,
\]

where

\[ S = \begin{pmatrix}
L_0(1) \\
L_1(\gamma) \\
L_1(\gamma^2) \\
L_1(\gamma^4) \\
L_2(\gamma) \\
L_2(\gamma^2) \\
L_2(\gamma^4)
\end{pmatrix} = \begin{pmatrix}
b_{0,0} \\
b_{1,0} \\
b_{1,1} \\
b_{1,2} \\
b_{2,0} \\
b_{2,1} \\
b_{2,2}
\end{pmatrix}, \quad f = \begin{pmatrix}
f_0 \\
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5 \\
f_6
\end{pmatrix} = \begin{pmatrix}
a_{0,0} \\
a_{1,0} \\
a_{1,1} \\
a_{1,2} \\
a_{2,0} \\
a_{2,1} \\
a_{2,2}
\end{pmatrix}. \]

Using the algorithm for computing the three-point cyclic convolution \( b_i(x) = b_{i,0} + b_{i,2}x + b_{i,1}x^2 = (\gamma + \gamma^4 x + \gamma^2 x^2)(a_{i,0} + a_{i,1}x + a_{i,2}x^2) \mod (x^3 - 1) \) presented in [1], we obtain

\[ b_i = \begin{pmatrix}
b_{i,0} \\
b_{i,1} \\
b_{i,2}
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 0
\end{pmatrix} \begin{pmatrix}
\left( \begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0
\end{pmatrix} \right) \\
\left( \begin{pmatrix}
\gamma^4 & \gamma & 1 \\
\gamma & \gamma^4 & 1 \\
1 & \gamma & \gamma^4
\end{pmatrix} \right)
\end{pmatrix} \begin{pmatrix}
1 & 1 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{pmatrix} \begin{pmatrix}
a_{i,0} \\
a_{i,1} \\
a_{i,2}
\end{pmatrix} = Q_i \left( C_i \cdot (P_2 a_i) \right), \quad i = 1, 2.
\]

Taking into account that \( \gamma + \gamma^2 + \gamma^4 = 1 \), we see that the algorithm requires 3 multiplications, 4 pre-additions, and 5 post-additions.

Now, we can write (5) for the considered example in the matrix form:

\[ F = \begin{pmatrix}
F_0 \\
F_1 \\
F_2 \\
F_3 \\
F_4 \\
F_5 \\
F_6
\end{pmatrix} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 0
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0
\end{pmatrix} \begin{pmatrix}
L_0(1) \\
L_1(\gamma) \\
L_1(\gamma^2) \\
L_1(\gamma^4) \\
L_2(\gamma) \\
L_2(\gamma^2) \\
L_2(\gamma^4)
\end{pmatrix} = AS. \]
The second stage of the FFT consists in multiplying the binary matrix $AQ$ by the vector $C \cdot (Pf)$:

$$F = \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 \end{pmatrix} (C \cdot (Pf)).$$

This stage can be made in 17 additions.

Thus, the FFT of length 7 is reduced to the following sequence of operations:

- **pre-additions $P \times f$:**
  
  \[
  \begin{align*}
  V_1 &= f_2 + f_4, \\
  V_2 &= f_1 + f_2, \\
  V_3 &= f_1 + f_4, \\
  V_4 &= f_1 + V_1, \\
  V_5 &= f_6 + f_5, \\
  V_6 &= f_3 + f_6, \\
  V_7 &= f_3 + f_5, \\
  V_8 &= f_3 + V_8,
  \end{align*}
  \]

- **multiplications by constants $C \cdot (Pf)$:**
  
  \[
  \begin{align*}
  V_5 &= V_1 \alpha, \\
  V_6 &= V_2 \alpha^2, \\
  V_7 &= V_3 \alpha^4, \\
  V_{12} &= V_8 \alpha, \\
  V_{13} &= V_9 \alpha^2, \\
  V_{14} &= V_{10} \alpha^4,
  \end{align*}
  \]

- **multiplication of the matrix $AQ$ by the vector $C \cdot (Pf)$:**
  
  \[
  \begin{align*}
  T_{10} &= V_{12} + V_{14}, \\
  T_{11} &= f_0 + V_{11}, \\
  T_{14} &= f_0 + V_4, \\
  T_{15} &= V_5 + V_6, \\
  T_{16} &= V_6 + V_{13}, \\
  F_0 &= V_4 + T_{11}, \\
  T_9 &= V_{12} + T_{16}, \\
  T_7 &= V_7 + T_9, \\
  T_8 &= V_5 + T_9,
  \end{align*}
  \]

\[
F_2 = T_8 + T_{11}, \\
F_3 = T_7 + T_{14}, \\
T_{12} = F_2 + T_{10}, \\
T_{13} = F_3 + T_{15}, \\
F_4 = T_7 + T_{12}, \\
F_5 = T_{10} + T_{13}, \\
F_6 = F_5 + T_7, \\
F_1 = F_4 + T_8.
\]

The overall complexity of the algorithm is $2 \times 3 = 6$ multiplications and $2 \times 4 + 17 = 25$ additions, which is one addition less than that of the algorithm presented in [10].
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Complexity of some FFT algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>36</td>
<td>42</td>
<td>12</td>
<td>42</td>
<td>9</td>
<td>35</td>
<td>6</td>
<td>26</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>15</td>
<td>196</td>
<td>210</td>
<td>38</td>
<td>210</td>
<td>20</td>
<td>70</td>
<td>16</td>
<td>100</td>
<td>16</td>
<td>77</td>
</tr>
<tr>
<td>31</td>
<td>900</td>
<td>930</td>
<td>120</td>
<td>930</td>
<td>108</td>
<td>645</td>
<td>60</td>
<td>388</td>
<td>54</td>
<td>315</td>
</tr>
<tr>
<td>63</td>
<td>3844</td>
<td>3906</td>
<td>282</td>
<td>3906</td>
<td>158</td>
<td>623</td>
<td>97</td>
<td>952</td>
<td>97</td>
<td>805</td>
</tr>
<tr>
<td>127</td>
<td>15876</td>
<td>16002</td>
<td>756</td>
<td>16002</td>
<td>594</td>
<td>5770</td>
<td>468</td>
<td>3737</td>
<td>216</td>
<td>2780</td>
</tr>
<tr>
<td>255</td>
<td>64516</td>
<td>64770</td>
<td>1718</td>
<td>64770</td>
<td>1225</td>
<td>4715</td>
<td>646</td>
<td>35503</td>
<td>586</td>
<td>7919</td>
</tr>
<tr>
<td>511</td>
<td>260100</td>
<td>260610</td>
<td>4044</td>
<td>260610</td>
<td>4374</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1014</td>
<td>26643</td>
</tr>
</tbody>
</table>

5. COMPARISON OF THE COMPLEXITY OF FFT ALGORITHMS

Let us consider $a + b$ (or $a \times b$) to be an addition (a multiplication) only if both summands (factors) lie in the original field [13]; i.e., operations in the prime field are neglected [1]. The table presents the complexity of the FFT of length $n = 2^m - 1$ over the fields $GF(2^m)$ in the number of multiplications, $N_{mul}$, and additions, $N_{add}$. Horner’s method is described, e.g., in [7], and the modification of Goertzel’s algorithm for finite fields is considered in [1]. All algorithms suggested in the paper have been implemented in software.

The suggested method was presented at the 8th International Workshop “Algebraic and Combinatorial Coding Theory” (Tsarskoe Selo, Russia), the seminar of the Information Systems Chair of the St. Petersburg State Aerospace Instrumentation University, and the seminar at the Institute for Information Transmission Problems of the RAS (Moscow). The authors are grateful to organizers of the workshop and participants of the seminars. They are also grateful to the referee for informing them of the papers [11, 12]. The algorithm of cyclic convolution of length 8 over $GF(2)$, used in constructing the table, was suggested by N. Churkov. The second author (S.V. Fedorenko) is also grateful to the Alexander von Humboldt Foundation for the many years’ support of his research.
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